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Abstract—SKkin cancer is one of the most common illnesses
worldwide, and early identification is essential for a successful
course of therapy and well-tolerated results. This theory of-
fers an analysis centred on optimising a robotized framework
through the application of cutting-edge artificial intelligence tools
to discover skin growths that are cancerous. The suggested
framework breaks down dermatoscopic images of skin lesions
to assist dermatologists in precise and timely investigation. It
highlights the challenges and setbacks associated in diagnosing
skin conditions. Biomedical imaging has become a powerful tool
in the early diagnosis and detection of skin malignant develop-
ment because it provides precise and safe methods for evaluating
skin lesions. Many techniques were employed, including optical
soundness tomography, dermoscopy, confocal microscopy, and
multi-ghostly imaging. However, human mistake or subjective
picture interpretation may result in inaccurate diagnosis; hence,
medical experts’ experience is essential when analysing biological
images. In order to provide a comprehensive examination of the
status of profound learning techniques in biomedical imaging
for the identification of skin cancers, this extensive assessment
intends to be presented. Deep learning algorithms can differen-
tiate between frequent changes in skin lesions that may suggest
different types of illnesses since they are built to extract discrete
levels of highlighting. With pre-prepared models, motion learning
is applied to enhance the model’s presentation, particularly in
situations when there is minimal marked information. To adapt
the model to the specific characteristics of the skin disease dataset,
systems of adjustment are used.
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I. INTRODUCTION

Artificial intelligence (AI) and its component, machine
learning (ML), have heralded a new age of technological
progress. At its foundation, Al seeks to infuse robots with the
capacity to mimic human-like intelligence, allowing them to
accomplish complicated tasks with sophistication comparable
to human problem-solving.Machine learning is a sort of arti-
ficial intelligence that enables computers to learn from data,
adapt, and improve performance over time.Al and machine
learning have advanced beyond their theoretical foundations
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and are now critical in a wide range of industries, changing
how jobs are accomplished and decisions are made. Whether
it’s optimising supply chains in manufacturing, forecasting
consumer preferences in e-commerce, or personalising health-
care advice, Al and machine learning have a widespread
and disruptive impact. These technologies improve efficiency,
accuracy, and innovation in each field they touch. Accom-
plished, and choices have been taken. Whether it’s improving
stock chains in assembling, guaging customer inclinations in
online business, or customizing medical care exhortation, man-
made intelligence and Al have a broad and problematic effect.
These advances further develop effectiveness, exactness, and
development in each field they contact.

Machine learning is a branch of artificial intelligence that is
roughly described as a machine’s capacity to mimic intelligent
human behaviour. Artificial intelligence systems are used to
do complicated tasks in a manner comparable to how people
solve issues. We employ machine learning to make project
management simpler and more efficient. To that aim, we
have implemented many predictive models to automate and
optimise a portion of the decision-making process. Machine
learning is altering, or will affect, every industry, and exec-
utives must comprehend the fundamental concepts, promise,
and constraints.

Skin cancer is one of the world’s most common and fastest
growing malignancies. As the incidence of skin cancer rises,
early and accurate identification is important for successful
treatment. Machine learning and artificial intelligence (AI)
have recently emerged as potential tools for improving medical
diagnostics, particularly the detection of skin cancers. This
study investigates the use of binary classification algorithms
to discriminate between benign and malignant skin lesions,
with the ultimate goal of enhancing diagnostic accuracy and
patient outcomes.

We will test these binary classification models’ capacity
to properly detect skin cancer patients via data collection,
preprocessing, feature extraction, and model training. Further-



more, we will assess the models’ performance in terms of
sensitivity, specificity, and overall accuracy to offer insight on
their clinical relevance. Finally, our work contributes to on-
going efforts to develop powerful and accurate tools for early
skin cancer detection, with the potential for more effective
medicines and improved patient outcomes. We intend to use
machine learning to provide insights that will assist medical
practitioners identify skin cancer more rapidly, saving lives and
minimising the healthcare burden associated with the illness.

Machine learning is used in skin cancer detection not
just to improve diagnostic approaches, but also for practical
reasons. Dermatologists and other medical professionals can
utilise these models to augment their expertise and lessen
the possibility of errors. However, it is vital to understand
the limitations, such as the need for several datasets and the
importance of human validation in the medical profession.

This report provides an in-depth overview of the most recent
advances in skin cancer detection techniques and technologies,
shedding light on the key strategies, innovations, and chal-
lenges in this critical field of dermatology.

The phrases benign and malignant refer to the type and
behaviour of many medical disorders, most notably tumours or
growths. These phrases are often linked with cancer, although
they are also used in other medical situations.

A. Benign:

e A benign ailment is a medical concern, commonly a
growth or tumour, that is not malignant and does not
pose a threat to life.

o Tumours are localised, which means they do not infiltrate
surrounding tissues or spread to other regions of the body.

e They often have well-defined boundaries and do not
invade or harm adjacent tissues.

B. Malignant:

o A malignant condition is a cancerous medical issue, such
as a tumour, that can be fatal.

o Malignant tumours can infect neighbouring tissues and
organs and spread to other regions of the body through a
process known as metastasis.

e They generally have poorly defined boundaries and
permeate surrounding tissues, making surgical removal
challenging.

II. LITERATURE SURVEY

o In 2020, a study was undertaken to investigate the effect
of basic image processing methods utilising Convolu-
tional Neural Networks (CNNs) on skin cancer classi-
fication. Using the ISIC dataset, the CNN achieved a
training accuracy of 92.41%. The drawback was that
it only addressed binary classification, with a focus on
benign and malignant skin illnesses, ignoring other types
of skin issues.

e A 2022 research employed deep learning techniques,
namely Convolutional Neural Networks (CNNs), to di-
agnose, categorise, and segment melanoma skin cancers.

The Titanic dataset yielded a high accuracy of 95.24%.
However, the model needs a big dataset for improved
accuracy, which may not always be accessible.

The goal of the 2022 study was to compare Deep Skin
Net, a deep learning model, against other current models
by analysing accuracy, precision, and confusion matrices.
Deep Skin Net achieved 100% training accuracy on the
HAMI10000 dataset, with validation and testing accura-
cies of 97.92 and 97.34, respectively. The restriction was
the difficulty in gathering a large, reliable dataset for
effective skin cancer detection.

A 2023 research investigated the use of ensemble
learning to improve skin cancer diagnostic accuracy by
combining assessments from many deep learning models.
The study used VGG16, CapsNet, and ResUNet designs
with the ISIC-2018 dataset, resulting in an accuracy of
86%. The main issue was that, while ensemble learning
improved performance, it required substantial computer
resources.

In 2022, a study was undertaken to identify and diagnose
early-stage skin cancer with Artificial Neural Networks
(ANNSs) based on ABCD principles. We used the ISIC-
2017 dataset, which contained accuracy percentages for
normal, atypical, and malignant pictures. However, attain-
ing consistent performance in skin cancer diagnosis has
been difficult due to data discrepancies and interpretation
issues.

A 2022 study employed CNNs and transfer learning
to detect skin cancer earlier, faster, and with a cheaper
cost. Using the ISIC-2019 dataset, the model achieved
test accuracy of 88%, with an Fl-score, precision, and
recall of this level. The study employed data augmen-
tation methodologies to improve classification accuracy,
implying that the strategy might be limited by dataset
quantity and diversity.

A 2020 research used smartphone technology for early
skin cancer diagnosis, with an emphasis on the Faster
Region-based Convolutional Neural Network (Faster R-
CNN) and MobileNet V2. The HAM10000 dataset was
utilised, and MobileNet V2 obtained a test accuracy
of 87.2%, while the Android-based smartphone camera
scored 86.3%.The study’s limitation was that it only
examined binary classification, excluding additional skin
conditions that may have been included in a more com-
prehensive analysis.

A study done in 2023 aimed to help non-specialists with
computer-based skin problem diagnosis. It used the snake
model for skin segmentation and convolutional neural
networks (CNNs) for classification. The ISIC dataset was
utilised, and the accuracy fluctuated across trials, ranging
from 1.0 to 0. The study contains difficulties with data
imbalance and inconsistent correctness.

In 2023, researchers developed a skin cancer diagnostic
system to improve physicians’ analysis efficiency by
employing deep learning methods such as CNN and
YOLOvV3. Using the Melanoma and PHDB datasets, it



achieved 96% absolute accuracy and 80% real-time accu-
racy with YOLOV3. The biggest restriction was stability
and consistency, suggesting that more development may
be required for trustworthy real-time applications.

A 2021 study intended to create a skin cancer classi-
fication system utilising several CNN models. ResNet-
18 obtained 89.95% accuracy on the HAM 10000 dataset,
while AlexNet and VGG-16 exhibited lesser accuracies
(47.15% and 75.44%, respectively). Performance varied
amongst models, indicating that further approaches such
as transfer learning might enhance outcomes.

Another study published in 2023 aimed to create mod-
els for early detection and classification of skin cancer
utilising a variety of machine learning techniques such as
SVM, KNN, NB, and NN. The dataset included photos of
benign and malignant skin lesions. SqueezeNet achieved
the maximum accuracy at 88.20%. Noise in the dataset
and time limits were key limitations.

A 2022 research used a CNN-based online prototype that
did not include pre-trained networks to give accurate and
efficient diagnosis to clinicians and patients. The study
used the ISIC-2020 dataset and produced an AUC-ROC
of 96.6% and an accuracy of 94.13% during training.
However, the study’s reduced picture size compared to
earlier research may have skewed the results, highlighting
the need for additional studies with larger datasets.

In 2022, a review looked at skin disease division utilizing
R-CNN with Commencement V3 to figure out which
strategy gave better precision. Utilizing different datasets,
R-CNN accomplished an exactness of 96.01% and partic-
ularity of 89.47%, while Origin V3 accomplished lower
results. The review noticed that specific picture upgrade
procedures could influence the precision and aftereffects
of the models.

A. Maintaining the Integrity of the Specifications

III. PROPOSED MODEL

Let us now elaborate on the suggested deep learning-
based approach for detecting skin cancer. Background:
The suggested approach uses deep learning, a type of
artificial intelligence, to improve the accuracy and ef-
ficiency of skin cancer diagnosis. Deep learning mod-
els, particularly Convolutional Neural Networks (CNN),
have performed admirably in image identification tasks,
making them ideal for analysing medical photos, such as
dermatological images for skin cancer screening.

In the proposed system we have proposed that to
identify skin cancer detection by taking of data set
called as ISCI 2016 in which it consists of two
classes(Begnin,Malginant),by using of this dataset we
will take models that gives better accuracy,the models
that used are Resent 50,Hybrid model(combine of two
models) this hybrid model is used because Resent model
is not given Better accuracy so we have taken the hybrid
model in which conbine of two models(Resent 50 &

Dataset
collection

Creating a deep learning
model(CNN,VGG16)VGG
19,ResNet,AlexNet

Performance analysis
Predicting results

Data
preprocessing

Fig. 1. Proposed Model

VGG-19) soo we have got better accuracy than Resent
50.

A. Models Used
Resnet 50, Hybrid Model(Resent 50 & VGG 19), CNN

B. Resent 50:

Finishing ResNet-50 with little planning might be risky
and resource intensive, but I can guide you through
the process using a critical learning framework like as
PyTorch or TensorFlow. Here’s an illustration of the
execution cycle: Information Plan: Begin by preparing
your information. If you’re working on picture classifi-
cation, your data should be divided into three sets: train-
ing, validation, and test. Model Architecture: ResNet-
50 is divided into four phases, each with a different
amount of residual blocks. Each residual block consists
of convolutional layers, batch normalisation, activation
functions, and skip connections. Layer Implementation:
Implement the basic building blocks, such as the residual
blocks, which consist of convolutional layers, Batch Nor-
malization, ReLU activations, and shortcut connections.
Model Initialization: Initialize the model with pre-trained
weights if you intend to use transfer learning. Pre-trained
ResNet-50 models are available in the model zoo of deep
learning frameworks, and you can load them easily.

C. VGG AND RESNET MODEL(HYBRID):

ResNet is an appropriate model for this purpose since it
is capable of extracting complex characteristics. Import
the chosen model (include top=False), excluding the
classification layers and using pre-trained weights. Clas-
sification: Choose the other model based on its classifica-
tion skills (for example, VGG-19). Bring in the selected
model with pre-trained weights (include top=True), then
remove the convolutional layers and add the classification
layers. Merge Architectural Styles: Extract the output
tensor from the first model’s feature extraction section
(e.g., ResNet).Take the output tensor from the second
model’s classification component (for example, VGG-19).
Concatenating or merging these tensors will incorporate
properties from both models. more Layers: If more lay-
ers are required to a improve or modify the combined
attributes for a specific purpose, include them.



Data Splitting: Divide the dataset into training
and testing sets to train and assess the model’s
performance, accordingly.

Data Augmentation and Normalization: To im-
prove the diversity of training samples, apply tech-
niques such as picture data augmentation (e.g., ro-
tation, zoom, width and height shifting). Normalise
pixel values by scaling them between 0 and 1.

IV. METHODOLOGY

A. Image Data Generator:

This approach is used to create augmented picture data.
It is used for both training and testing datasets to execute
operations like as rescaling, rotation, and zooming.

B. Model Creation and Compilation:

Sequential: A Keras model type that creates a
sequential model by stacking layers one after the
other.

Model: The process of developing a more com-
plicated, non-sequential model with explicit links
between tiers.

Exception and ResNet50:Keras provides pre-
trained models for transfer learning.

Dense: The model’s final classification layer is
thick.

Flatten: This layer flattens the pre-trained model’s
output before applying the final dense layers.

C. Layer Configuration:

Conv2D: Convolutional layers used for feature
extraction.

MaxPool2D: Max-pooling layers for
sampling the feature maps.

Dropout: Dropout layers for regularization. Activa-
tion: Activation layers to introduce non-linearity in
the network.

GlobalAveragePooling2D: A pooling layer used
for global spatial average pooling before the final
classification layer.

down-

D. Model Training:

Model. Compile: This method is used to create a
model with a predetermined loss function, optimizer,
and evaluation metric.

Model. Fit: This approach is used to train the model
on training data. It defines the training dataset, epoch
count, steps per epoch, and validation data.

E. Data Handling:

os.listdir: Used to iterate through folders in the
dataset directory.

os.path.join: Used to construct file paths by joining
folder paths and filenames.

Image Data Generator flow_from_directory: This
method generates a directory iterator for reading

images from a directory and also supports batch
processing.

F. Visualization:

matplotlibpyplot: The famous library for mak-
ing plots and representations. plt.figure, plt.subplot,
plt.suptitle, plt.ylabel, and

plt.plot: These capabilities are utilized for making
and tweaking plots to picture the preparation history,
including misfortune and precision.

G. Callback:

Early Stopping: A callback that can be utilized
during preparing to stop the preparation interaction
early in light of a predefined condition, for example,
when approval misfortune quits getting to the next
level.

H. Math and Numerical Operations:

NumPy: The library for mathematical activi-
ties and exhibits. seaborn and disarray grid from
sklearn.metrics are utilized for making disarray lat-
tices and imagining information.

V. SYSTEM IMPLEMENTATION

A. Software Requirements

Hardware System Configuration 1. Processor:
2 gigahertz (GHz) or faster processor or SoC. 2.
RAM:8 gigabyte (GB) for32-bitor 8 GBfor 64-bit. 3.
Hard disk space: = 16GB.

Software Configuration 1. Operating System: Win-
dows XP/7/8/8.1/10, Linux and Mac 2. Coding Lan-
guage: Python

B. Packages:

Pandas - Pandas is an open-source Python pack
that is by and large comprehensively used for data
science/data assessment and simulated intelligence
tasks.It is made on top of another item called NumPy,
which maintains multi-layered groups.

NumPy - NumPy, which represents Mathematical
Python, is a library comprised of multi-layered ex-
hibit objects and a bunch of strategies for controlling
those clusters. NumPy allows you to conduct math-
ematical and logical operations on arrays.

Sklearn - The sklearn library contains a lot of
efficient tools for machine learning and statistical
modeling including classification, regression, cluster-
ing and dimensionality reduction.

Keras - Keras is a Python-based framework that
makes it easy to debug and explore. Highly modular
neural networks library written in Python.
Matplotlib - Matplotlib is a low-level graph plotting
library in python that serves as a visualization utility.



Fig. 2. DataSet

cv2 - OpenCV-Python is a library of Python
bindings designed to solve computer vision prob-
lems. cv2. imread() method loads an image from the
specified file.

TensorFlow: The core deep learning library used
for creating and training neural networks.

VI. ARCHITECTURE

Our Architecture is based on 5 steps: They are

Choosing a Dataset i.e.,ISBI 2016
Preprocessing such as Noise removal
Augmentation

Hybrid models

Calculating metrics such as Accuracy, Precision

Dataset: For this situation, the methodology starts
with a dataset named ISBI 2016. ISBI represents
Global Sympo-sium on Biomedical Imaging [1].
ISBI is a gathering series exhibiting the latest
advances in biomed-ical imaging. The ISBI 2016
dataset contains clinical pictures that might be uti-
lized to prepare and assess Al models for sound
decrease, division, and grouping.

Data Preprocessing:The information goes through
prepro-cessing, which incorporates sound decrease.
Sound reduc-tion is the expulsion of undesired in-
formation from a dataset. There are a few sound de-
crease procedures, including sifting and thresholding.
Sifting innovation further develops information qual-
ity by dispensing with high-recurrence clamor com-
ponents.Thresholding procedures characterize a limit
and erase information focuses that fall underneath or
past it.

Augmentation: Information expansion is the
method involved with expanding the amount of in-
formation accessible for preparing a model.This is

Dataset: ISBI 2016

Data Preprocessing: Noise
Removal

Augmentation

Hybrid models

Metrics: Accuracy, Precision

Fig. 3. Architecture

performed by making new information tests from the
preceding dataset. Cropping, rotation, and flip- ping
are some examples of data augmentation methods.
Trimming is the most common way of diminishing
the size of a pho-tograph. Pivot includes turning an
image at a specific point. Flipping alludes to mirror-
ing a picture on a level plane or vertically.orizontally
or in an upward direction.

Hybrid models: The flowchart then, at that point,
examines half breed models. Cross breed models
utilize at least two unmistakable AI draws near. In
this cross breed model, I coupled Hate 50 with VGG-
19 and ResNet50.

ResNet50: This convolutional mind association
(CNN) has a significant designing of 50 layers.It
handles the vanishing slant issue, a run of the mill
inconvenience in significant cerebrum associations,
by using the extra blocks.These blocks assist the
relationship in learning the person with working,
permitting it to skip layers depending upon the
situation while remaining mindful of ideal inclination
stream.ResNet50 is perfect in removing essential
credits from pictures.

VGG19: VGG19 is another incredible CNN con-
figuration, including 19 layers and little (3x3)
channels.VGG19 pro- vides greater variations than
ResNet50, however they may decrease because of
a lack of remaining connec- tions.However, it im-
proves at collecting important visual characteristics.
The Power of Combining ResNet50 and VGG19:
The goal of combining these two designs in a hybrid
model is to use their free strengths:

Feature Fusion: The hybrid model may capture a



broader range of visual qualities if the ResNet50
and VGG19 out- puts are combined. ResNet50 offers
high-level informa- tion, whereas VGG19 provides
extensive low-level data. This large feature set may
be required for performing difficult noise reduction
techniques.

— Improved Robustness: The excess associations of
VGG19 and ResNet50 work together to reduce the
likelihood of vanishing slopes. This can result in
an essentially more solid model, especially when
working with certain datasets.

— Potential for Accuracy Gains:By joining the quali-
ties of the two plans, the crossbreed model could beat
separate models concerning annoying help precision.
The joined part portrayal could influence better fight
clear check and takeoff.

— Metrics: The presentation of the model is assessed
utilizing measurements like exactness and accuracy.
Precision is the extent of right forecasts made by the
model. Accuracy is the extent of positive forecasts
that are really right. Different measurements that can
be utilized to assess the exhibition of a commotion
evacuation model incorporate review, Fl-score.
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[1]Skin cancer categorization using deep learning and
transfer learning. They run many pre-trained convolu-
tional neural networks (CNNs) for skin cancer diagnosis
to determine their accuracy and reliability. Their findings
contribute to the improvement of automated diagnostic
systems for dermatological applications.

[2]Automatic Skin Cancer Detection in Dermatoscopy
Images “Based on Ensemble Lightweight Deep Learn-
ing Network™ investigates the use of lightweight deep
learning networks to automatically detect skin cancer in
dermoscopy pictures. This work describes an ensemble
strategy that combines many deep learning models to
increase accuracy while minimising computing complex-
ity. The objective is to develop an efficient and effective
method for detecting skin cancer that may be employed
in a variety of healthcare settings. [3]The study “Ma-
lignant Melanoma Classification Using Deep Learning:
Datasets, Performance Measurements, Challenges, and
Opportunities” investigates the use of deep learning to
classify malignant melanoma, a kind of skin cancer. This
study examines numerous datasets utilised in melanoma
representation, assesses the sufficiency of major learning
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Fig. 5. Label Dataset

models in this specific case, and investigates the chal-
lenges and opportunities in this field.The audit will most
likely establish powerful ways for melanoma classifica-
tion while also keeping an eye out for the restrictions and
issues associated with major learning-based skin ailment
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studying clinical photos for characteristics of melanoma.It
describes the techniques used, similar to the kind of psy-
che affiliation and data status, and evaluates the design’s
sound judgment in perceiving melanoma, underlining
its expected relevance in assisting clinical specialists
with early acknowledgment and working on grasping
outcomes. [5]”Skin Harmful development Distinguishing
proof: A Review Using Significant Learning Procedures”
presents a blueprint of significant learning approaches
used to perceive skin infections. This review takes a gan-
der at the most recent advances in significant learning for
skin illness end, focusing in on approaches, models, and
designs for electronic dermatological picture handling. It
analyses the benefits of deep learning in terms of accuracy
and efficiency, identifies important limitations such as
data unpredictability and model resilience, and considers
potential future routes for research and clinical use.
[6]The paper "Deep Learning Techniques for Skin Lesion
Analysis and Melanoma Cancer Detection: A Survey of
State-of-the-Art,” published on academia.edu, discusses
the current state of deep learning techniques in the setting
of infection of the skin analysis and melanoma detection.
It concentrates on various profound learning models,
datasets, and procedures utilized in the examination of
skin tumors, with an emphasis on recognizing melanoma,
one of the deadliest kinds of malignant growth.
[7]Melanoma Skin Disease Discovery Utilizing Picture
Cycle ing and AI” researches techniques for distinguish-
ing melanoma with upgraded dermoscopy pictures and
Al The review uses numerous picture handling tech-
niques and Al calculations to classify and analyze skin
disease. It stresses the significance of these apparatuses
in early melanoma conclusion.

[8]A 2019 report investigated the utilization of gathering
pick up ing to further develop skin disease discovery ex-

actness by joining choices from various profound learning
models. The audit used VGG16, CapsNet, and ResUNet
models with the ISIC-2018 dataset, achieving a precision
of 86%. The key obstruction was that group learning
additionally created execution anyway required critical
computational resources. [9JA 2019 study explored the
use of ensemble learning to improve skin cancer de-
tection accuracy by combining decisions from different
deep learning models. The study used VGG16, CapsNet,
and ResUNet architectures with the ISIC-2018 dataset,
achieving an accuracy of 86%. The key limitation was
that ensemble learning improved performance but re-
quired considerable computational resources. [10]A 2020
report involved wireless development for early ID of skin
harmful development, focusing in on the Speedier Locale
based Convolu-tional Cerebrum Association (Faster R-
CNN) and MobileNet V2.The HAM10000 dataset was
utilized, and MobileNet V2 accomplished a test exactness
of 87.2%, with Android-based cell phone camera coming
to 86.3%. The study’s restriction was that it dependent
exclusively upon twofold solicitation, overlooking other
skin conditions that could be incorporated for a more
prominent evaluation. [11] In 2020, a survey is predicted
to explore the influence of clear picture taking care of
approach using Convolutional Neural Networks (CNNs)
for skin hazardous development detection. Using the ISIC
dataset, the CNN has a readiness precision of 92.41%.
The disadvantage was that it only tended to match
gathering, focusing on harmless and compromising skin
disorders while disregarding other forms of skin diseases.
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